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Introduction

Introduction
Définition

Définition

En statistique, les analyses multivariées ont pour caractéristique de s’in-
téresser à la distribution conjointe de plusieurs variables. Les analyses
bivariées sont des cas particuliers à deux variables.

Les analyses multivariées sont très diverses selon l’objectif recherché ou la
nature des variables. On peut identifier deux grandes familles :

celle des méthodes descriptives visant à structurer et résumer
l’information ;
celle des méthodes explicatives visant à expliquer une ou des variables
dites « dépendantes » (variables à expliquer) par un ensemble de
variables dites « indépendantes » (variables explicatives).
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Introduction
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Introduction

Introduction
Pourquoi faire de l’analyse multivariée ? Trouver des variables explicatives

Existe-t-il un lien entre altitude et température ?
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Introduction

TP1
Étudions différentes variables indépendamment

1 Ouvrez le fichier Excel du TP1. Que contient ce fichier ?

2 Pour les variables "Agriculteur", "Profession intermédiaire" et "Em-
ployé", produisez trois cartes choroplèthes (un aplat de couleurs, un
dégradé de couleurs) à l’aide de discrétisations par effectifs égaux
comportant 5 classes. Attention, il faut "tricher" sur les types des
variables, mais c’est pour la bonne cause !

3 Comparez les trois cartes obtenues. Que constatez vous ?

4 Quelles questions est-on en droit de se poser ?
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Corrélation et régression linéaire

Corrélation et régression linéaire
Définitions

Corrélation

Etudier la corrélation entre deux ou plusieurs variables, c’est étudier
l’intensité de la liaison qui peut exister entre ces variables.

Régression linéaire

La régression est un ensemble de méthodes statistiques très utilisées
pour analyser la relation d’une variable par rapport à une ou plusieurs
autres. Le type le plus simple de liaison est la relation affine (une droite).
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

Imaginons un territoire découpé en plusieurs unités géographiques.

On connait pour chaque unité géographique les valeurs de deux variables
quantitatives nommées X et Y.

Pour connaitre le lien entre ces deux variables, on peut représenter une
variable en fonction de l’autre. Par exemple, on peut représenter Y en
fonction de X.

On obtient alors un nuage de points.
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

Parfois, la forme du nuage de points semble pouvoir s’apparenter à une
droite :
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

Parfois, ça ressemble à rien :
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

Des fois, ça ressemble plutôt à autre chose :
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

Quoi qu’il en soit, on peut toujours réduire un nuage de points sous la
forme d’une droite. Quand ça marche :
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

Quand ça ne marche pas :
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

Quand il ne s’agit pas d’une droite :
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

C’est le coefficient de corrélation qui nous permet de dire si cette
régression est "juste" :
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Corrélation et régression linéaire

Corrélation et régression linéaire
Des graphiques plutôt que des définitions ou des calculs pour comprendre

C’est le coefficient de corrélation qui nous permet de dire si cette
régression est "juste" ou pas du tout :

Serge Lhomme Statistique multivariée 19 avril 2017 26 / 92



Corrélation et régression linéaire

TP2
Les variables "AGRI", "PRO INT" et "EMPLOYE" sont-elles corrélées ?

1 Ouvrez le fichier Excel du TP2, puis enregistrez le sous un nouveau
nom : CSP-correlation.

2 Produisez un nuage de points avec en ordonnée la variable
"Profession intermédiaire" et en abscisse la variable "Employé".

3 Ajoutez une "courbe de tendance" de type linéaire à ce nuage de
points.

4 Affichez l’équation de la droite obtenue et le coefficient de corrélation.

5 Recommencez pour les variables "Employé" et "Agriculteur" et pour
les variables "Agriculteur" et "Profession intermédiaire".
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Corrélation et régression linéaire

Corrélation et régression linéaire
Formules pour la régression linéaire
L’équation d’une droite est de type :

Y = aX + b

On obtient a (le coefficient directeur de la droite) à l’aide de la formule
suivante :

a =

n∑
i=1

(Xi − X̄ )(Yi − Ȳ )
n∑

i=1
(Xi − X̄ )2

Et on obtient b à l’aide de la formule suivante :

b = Ȳ − a × X̄

X̄ et Ȳ représentent respectivement les moyennes de X et de Y.
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Corrélation et régression linéaire

Corrélation et régression linéaire
La régression linéaire pas à pas
Pour avoir une application, prenons un cas théorique où l’on cherche à
déterminer la droite qui approxime le mieux le prix médian des appartements
vis-à-vis de leur distance au centre d’une ville. Il semble en effet qu’il existe
une relation linaire entre ces deux variables.
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Corrélation et régression linéaire

Corrélation et régression linéaire
La régression linéaire pas à pas

a = - 9 900 000 / 620 000 = 15.9677

b = 23 250 – 15.9677 x 400 = 29636.8
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Corrélation et régression linéaire

Corrélation et régression linéaire
Formules coefficient de corrélation linéaire r

Cor(X ,Y ) = Cov(X ,Y )
σX×σY

= r

Cov(X ,Y ) = 1
N

n∑
i=1

(Xi − X̄ )(Yi − Ȳ )

σX =

√√√√ 1
N

n∑
i=1

(Xi − X̄ )2

σY =

√√√√ 1
N

n∑
i=1

(Yi − Ȳ )2
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Corrélation et régression linéaire
Le coefficient de corrélation linéaire r pas à pas
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Corrélation et régression linéaire
Le coefficient de corrélation linéaire r pas à pas

r = −2475000√
155000x

√
39685937,5 = 0, 9979

r2 = 0, 9958
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Corrélation et régression linéaire

Corrélation et régression linéaire
Le coefficient de corrélation linéaire r pas à pas

a = - 9 900 000 / 620 000 = 15,9677

b = 23 250 – 15,9677 x 400 = 29636,8

r2 = 0, 9958
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Corrélation et régression linéaire

TP3
Excel ne s’est-il pas trompé ?
Reprenez votre fichier Excel CSP, sauvegardez le sous le nom
CSP-corrcalcul. "EMPLOYE" sera la variable X et "PRO INT" la variable
Y. Mettez le fichier Excel sous la forme suivante :

1 Complétez ce tableau

2 Déterminez les coefficients a et b de la régression linéaire.

3 Calculez le coefficent de corrélation linéaire.
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Corrélation et régression linéaire

Les résidus
Définition et formules

Définition

Un résidu est dans une régression le terme qui n’est pas expliqué par
les autres variables.

Il se calcule simplement en calculant l’écart entre la valeur réelle de y et la
valeur théorique de y (obtenue à partir de l’équation déterminée par la
régression linéaire) :

ei = Yi − Ŷi

Ŷi = aXi − b
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Corrélation et régression linéaire

Les résidus
Interprétation graphique
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Corrélation et régression linéaire

Les résidus
Exemple
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Corrélation et régression linéaire

TP4
Analyse des résidus

1 Reprenez le fichier Excel des CSP et conservez uniquement les
colonnes correspondant à "Profession intermédiaire" et "Employé"

2 Créez une colonne permettant de calculer pour chaque département
les valeurs théoriques de la variable "Profession intermédiaire" à partir
des valeurs de la variable "Employé". Pour rappel, l’équation de la
régression linéaire est : y = 0,9054x - 6785,2

3 Pour chaque département, calculez les écarts entre les valeurs réelles
et les valeurs théoriques de "Profession intermédiaire"

4 Créez un nuage de points avec en abscisse la variable "Employé" et en
ordonné les résidus.

5 Utilisez ce fichier Excel sous Philcarto afin de cartographier les résidus
issus de la relation entre "Profession intermédiaire" et "Employé".
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Les pièges à éviter
Des relations de dépendance pas toujours symétriques
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Corrélation et régression linéaire

Les pièges à éviter
Des relations problématiques

Nombre de fautes d’orthographe en fonction de la pointure. Les élèves
ayant les plus grands pieds font moins de fautes.
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Corrélation et régression linéaire

Les pièges à éviter
Des relations problématiques

Espérance de vie à la naissance en fonction de la consommation d’alcool
par pays
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Les pièges à éviter
Des relations problématiques
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Corrélation et régression linéaire

Les pièges à éviter
Attention à l’erreur écologique
En géographie, l’étude des corrélations se fait souvent à travers l’analyse
d’un ensemble de lieux.

Lorsque les variables décrivant ces lieux sont des attributs sociaux décrivant
les habitants, il faut toujours faire attention au fait qu’une corrélation établie
au niveau des lieux n’implique pas forcément une corrélation au niveau des
individus.

Ainsi, une étude menée au niveau des individus (sociologique) peut montrer
que le taux de criminalité est plus élevé chez les autochtones que chez les
étrangers.

Pourtant, dans le même temps, cette même étude au niveau des quartiers
(géographique) peut montrer une corrélation parfaite entre la proportion
d’étrangers des quartiers et le taux de criminalité. Il n’y a pas de contradic-
tion, il faut juste faire attention à l’interprétation que l’on fait des résultats
au niveau des quartiers...
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Comprendre la problématique
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Comment mesurer la similarité quand on a plusieurs variables ?
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Prenons un exemple simple

Distance(euclidienne) =
√

(X1 − X2)2 + (Y1 − Y2)2

Dist(Paris−Marseille) =
√

(600− 846)2 + (2428− 1815)2 = 660
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Tableau de dissimilarité (Tableau de distance)
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Quand on a plus de deux variables ce n’est pas plus compliqué

Dist(Objet1−Objet2) =
√

(5− 2)2 + (2− 5)2 + (6− 2)2 + (4− 4)2
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Plusieurs possibilités pour calculer la distance entre Paris et Marseille

Distance euclidienne :
√

(X1 − X2)2 + (Y1 − Y2)2

De(P−M) =
√

(600− 846)2 + (2428− 1815)2 = 660

Distance de Manhattan : | X1 − X2 | + | Y1 − Y2 |

Dm(P−M) =| 600− 846 | + | 2428− 1815 |= 246 + 613 = 859

Distance de Tchebychev : Max [(X1 − X2); (Y1 − Y2)]

Dt(P−M) = Max [(600− 846); (2428− 1815)] = Max [246; 613] = 613
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Procédure : regrouper les éléments qui sont proches

La classification ascendante hiérarchique (CAH) est une méthode de classi-
fication itérative dont le principe est simple :

On commence par calculer la dissimilarité entre les N objets.
Puis on regroupe les deux objets dont le regroupement minimise un
critère d’agrégation donné, créant ainsi une classe comprenant ces deux
objets.
On calcule ensuite la dissimilarité entre cette classe et les N-2 autres
objets en utilisant un critère d’agrégation, puis on regroupe les deux
objets ou classes d’objets dont le regroupement minimise le critère
d’agrégation.

On continue ainsi jusqu’à ce que tous les objets soient regroupés.
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Mesure de dissimilarité inter-classe
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Mesure de dissimilarité inter-classe : différents critères

Le saut minimum retient le minimum des distances entre individus de C1
et C2. C’est ce critère que l’on a appliqué précédemment.

Le saut maximum s’appuie sur la dissimilarité des individus de C1 et C2 les
plus éloignés.

Le lien moyen consiste à calculer la moyenne des distances entre les
individus de C1 et C2.

La distance de Ward vise à maximiser l’inertie inter-classe.
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Le dendrogramme

Un dendrogramme est la représentation graphique d’une classification as-
cendante hiérarchique.

Il se présente souvent comme un arbre binaire dont les feuilles sont les
individus alignés sur l’axe des abscisses.

Lorsque deux classes ou deux individus se rejoignent avec l’indice d’agréga-
tion, des traits verticaux sont dessinés de l’abscisse des deux classes jusqu’à
l’ordonnée, puis ils sont reliés par un segment horizontal.

À partir d’un indice d’agrégation, on peut tracer une droite d’ordonnée qui
permet de voir une classification sur le dendrogramme.
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Le dendrogramme : choisir un niveau de proximité pour obtenir un nombre de classes
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Calculer les distances (1/5)
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Regrouper les éléments les plus proches (2/5)
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Regrouper de nouveau à l’aide d’un critère (3/5)
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Regrouper encore (4/5)
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Regrouper toujours (5/5)
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
Une précaution importante : la standardisation
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La classification ascendante hiérarchique
Une précaution importante : la standardisation
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La classification ascendante hiérarchique

La classification ascendante hiérarchique
TP5

1 Reprenez le dossier de départ du TP1 et ouvrez le sous Philcarto.
Conservez les types de variables par défaut, puis cliquez sur l’icône
"MULTIV", puis sur "CAH mesures". Quelles variables pouvez-vous
sélectionner ?

2 Sélectionnez toutes les variables, puis cliquez sur "Calculer".

3 Produisez une carte avec deux classes, puis trois, puis quatre, puis
cinq.

4 Reproduisez cette analyse avec cette fois un nombre de 10 classes.

5 Que peut-on faire avec Philcarto une fois ces analyses produites.
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1 Introduction

2 Corrélation et régression linéaire
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Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Présentation : tableau de contingence
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Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en ligne

Suppression de l’effet de taille des entités géographiques. Mise en valeur de
la taille des variables.

Serge Lhomme Statistique multivariée 19 avril 2017 84 / 92



Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en ligne

On appelle INDICE DE SPECIALISATION (Si) l’écart entre le profil d’une
unité spatiale et le profil général de l’ensemble de référence.

Si =
n∑

j=1
| Nij

Ni .
− N.j

N..
|
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Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en ligne

S(BULGARIE) =| 0.23− 0.11 | + | 0.23− 0.21 | + | 0.07− 0.08 | + |
0.03− 0.04 | + | 0.05− 0.08 | + | 0.08− 0.07 | + | 0.04− 0.06 | + |
0.03− 0.04 | + | 0.27− 0.35 |= 0.30

Serge Lhomme Statistique multivariée 19 avril 2017 86 / 92



Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en ligne

L’indice de spécialisation est pertinent d’un point de vue cartographique.
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Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en colonne

Suppression de l’effet de taille des variables. Mise en valeur de la taille des
entités géographiques.
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Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en colonne

On appelle INDICE DE LOCALISATION (Lj) l’écart entre le profil d’une
variable et le profil général de l’ensemble de référence.

Lj =
n∑

j=1
| Nij

N.j
− Ni .

N..
|
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Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en colonne

L(ALIM) =| 0.10− 0.05 | + | 0.11− 0.10 | + | 0.29− 0.23 | + |
0.16− 0.22 | + | 0.10− 0.12 | + | 0.14− 0.19 | + | 0.10− 0.09 |= 0.26
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Indices de localisation et de spécialisation

L’effet de taille : indices de localisation et de spécialisation
Deux profils possibles : le profil en colonne

L’indice de localisation n’est pas pertinent d’un point de vue
cartographique, mais a du sens d’un point de vue géographique.
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Indices de localisation et de spécialisation

TP6
Indices de spécialisation et de localisation

1 A partir des données du TP6, calculez les taux de "Profession
intermédiaire" et d’"Employé" par département afin de supprimer
l’effet de taille des entités géographiques (profil en ligne). Ces deux
taux sont-ils corrélés ?

2 Calculez les écarts entre les taux calculés et les taux nationaux.

3 Calculez les taux de "Profession intermédiaire" et d’"agriculteur" afin
de supprimer l’effet de taille des variables (profil en colonne).

4 Calculez l’écart entre le profil des variables et le profil de l’ensemble.

5 Calculez les indices de spécialisation de chaque département, puis les
indices de localisation de chaque CSP.
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